Round 2 results — Run factum-dense-qa submitted from Factum

Run Description

We used a siamese BERT encoder trained on NLI and QA data with sampled softmax loss to encode snippets
of up to 5 sentences from the paragraphs of the articles. The final score is derived by a combination of cosine
similarity of the dense vectors and the answer confidence (if found) by an extractive QA model (ALBERT-
base trained on SQUAD 2.0). We removed articles published before December 2019.
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